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FUHFNEEER. GrFIN="MERRD, #HHOEARENFITRRERER
we discuss the big picture of statistical learning with bits of history, three main types of
statistical learning, and the elements of statistical decision theory that helps us to derive the
regression function, which is the cornerstone of many regression methods.
RILREFGE ML MR T, BETE MR

we will learn two popular methods for solving the regression problems: the nearest-neighbor
method and classical linear regression. We will also discuss a phenomenon called "the curse

of dimensionality," and see how it affects both methods.

SR (1) : KRBT python FEF M : BAFZ. EHRSREEX

Introduction to course project and python programming: basic syntax, control flows, function

definitions.

iR (2) :

WATER AT, KNN FIZLMEIE, RNERE=5TTE

we will discuss several high-level fundamental questions. We will see how the statistical decision
theory can be used to derive the optimal classification prediction rule, called the Bayes classifier,
and how the k-NN and linear regression method can be extended for solving classification
problems. We will also discuss the bias-variance trade-off, which describes two competing
statistical forces that make the problem of selecting of the best method for a given problem a
very challenging task.

M ARRBI L MR B R, B &N FREF T MR E 354

we will focus on linear algebraic properties of the linear regression model. In particular, we will
discuss how the regression parameters can be estimated by minimizing the residual sum of
squares, how this minimization boils down to the normal equation, and how solving normal

equation leads to ordinary least squares.

HSIRE (2) : PIE88FEI%KZ (Machine Learning Pipelines) LSt

Introduction to machine learning pipeline in real practice.

FIiR (3) :

BENERE: REETE. B—EN—MRA Kfold 2 XBE
we will discuss a very interesting, important, and cool topic: model selection. In particular, we will
learn three sampling-based methods for performing model selection and model assessment: the

validation set approach, the leave-one-out cross-validation, and general K-fold cross-validation.
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We will also talk about their relative advantages and drawbacks.

I 4 % F0E 813

we will discuss shrinkage methods in general and ridge regression - one of the two most popular
shrinkage methods - in particular. We will also learn how ridge regression works together with
cross-validation and will describe its geometric interpretation that will help us to better
understand ridge regression intuitively and visually.

PRAEE /R 500 FEEBEFIDHT BN REREMEHR

we will share the research Time Series Analysis of S&P 500 Index using Visibility Graphs: The
behavior of stock prices has been thoroughly studied throughout the last century, and
contradictory results have been reported in the corresponding literature. In this paper, a network
theoretical approach is provided to investigate how crises affected the behavior of US stock
prices. We analyze high frequency data from S&P500 via the Horizontal Visibility Graph method,
and find that all major crises that took place worldwide in the last twenty years, affected
significantly the behavior of the price-index. Nevertheless, we observe that each of those crises
impacted the index in a different way and magnitude. Interestingly, our results suggest that the

predictability of the price-index series increases during the periods of crises.

SR (3) : £ Pandas (Python EIEMTEE) #47RS (8] FF5I EHE DT

Data science using Python lib pandas for time series data

FAiR (4)

EREE. BILFEERF. KENAT

we will see that ridge regression fails to improve the model interpretation, since it does not
exclude any predictors from the regression model even when the tuning parameter lambda is
large. This will motivate us to define and study the LASSO, another very popular shrinkage
method. Finally, we will discuss the relative advantages and disadvantages of best subset
selection, ridge regression, and the LASSO.

XHEEEN (SYM) DERF[HNMBNBXEERS

we will prepare ourselves to the introduction of the support vector machine (SVM) classifier, one
on the most popular classification methods introduced by the computer science community in the
90s. We will discuss several important notions and concepts the SVM is based on: separating
hyperplanes, the maximal margin hyperplane and classifier, support vectors, and Lagrange

duality.



SR (4) : $£F Python #1385 SIBE Scikit-learn F{THIE >

Classifications using python library scikit-learn

TR (5) : £HHH: SRABFEARNENTAR

we will share the research Causality Networks of Financial Assets: Through financial network
analysis we ascertain the existence of important causal behavior among certain financial assets, as
inferred by eight different causality methods. Our results contradict the Efficient Market Hypothesis
and open new horizons for further investigation and possible arbitrage opportunities. Moreover, we
find some evidence that two of the causality methods used, at least to some extent, could warn us
about the financial crisis of 2007-2009. Furthermore, we test the similarity percentage of the eight
causality methods and we find that the most similar pair of causality-induced networks is on average

LERL less than 50% similar throughout the time period examined, rendering thus the comparability and
substitutability among those causality methods rather dubious. We also rank both the causal
relationships and the assets in terms of overall causality exertion and we find that there is an
underlying bonds regime almost monopolizing in some cases the realm of causality. Finally, we
observe a recurring pattern of Oil’s rising role as the financial network faces the Chinese stock
market crash.

HWSR (5) : {EH Python #1885 S FE Scikit-learn BT A ST

Hands-on exercise: Clustering using python library scikit-learn

TR (6) :

o WEIER:DEKMMSEN, BEZTORMKNEREER
we will discuss two tree-based methods: regression trees and classification trees. We will also
learn two very important algorithms that are used for constructing these trees: recursive binary
splitting and cost complexity pruning.

o EREEMEVHRMK

ENAE

we will discuss two very popular techniques, bagging and random forest, that can be used for
aggregating several individuals trees and combining them into a single more accurate model. We
will also learn how to estimate the test errors of the resulting models using the so-called "out-of-
bag" error estimates.

#HWSIR (6) : {#H Python EHZEE Plotly S TEIE Tk

Hands-on exercise: Data visualization using python library, plotly
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Nobel Prize @
in Physics

The 2017 Nobel Prize in Physics has been awarded to LIGO co-founders. (Medal image: Wikipedia. Collage: LIGO Lab)

2017 Nobel Prize in Physics Awarded to LIGO Founders

Caltech Press Release | MIT Press Release

Caltech Press Release
Caltech Scientists Awarded 2017 Nobel Prize in Physics
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TR (1) :
o FEIFMENBHEMAIR, FEENLBHS .
Study the basics of special relativity, and brief introduction to differential.
-
o TEHWE|NFRFIBITNFIRFIZDN

Study analytical mechanics and particle motion in Newtonian gravity.
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FWiR (2) :
o BIZTHMRH ML M REEERMEIR

Review the basics of multivariate calculus and linear algebra.
o EAS)f0{al{EE A Mathematica 22 B A & S A9+ &L

Learn how to use Mathematica to make plots and do simple calculations.

weR (2)

HWig (3) :

o FIITXAEMNRMEMAIRER, W, SEANZT, R XA ERERF
SRR
Study the basics of general relativity: metric, geodesics, the Schwarzschild spacetime, and effects
of general relativity in the solar system

c BEIEHSIRENEMAIR
Review the basics of ordinary differential equations

o FIJWEIfE A Mathematica SRR FE D 77712

Learn how to use Mathematica to solve ordinary differential equations.

wSR (3)

FWig (4)

o T XHENBRHFHRSISFERNRE
Study gravitational lensing and black holes in general relativity

*  19i& Mathematica {18, EBEESERARFILL
Construct Mathematica code that trace light rays around a Schwarzschild black hole

HSIE (4)

FAiR (5) :

*  FREM LaTeX KERFRN. FRE—NMRKRE, FENENERBYAUEN
Learn to use LaTeX to write scientific papers. ~Start writing a research report that will be updated
throughout the rest of the project

o BEMLZF REZRREBEMNEZ, M Gralla, Holz F1 Wald f94%_F I BERIEFIKE
L5
Trace light rays around Schwazshild black hole, recover results from paper by Gralla, Holz and

Wald on the image of a black hole

#WSR (5)



FWig (6) :
c RENZ=ZERAFBMNELE, ZERBNEREBHTARE
Suppose space-time is modified from the Schwarzschild solution, find out how the image of the
black hole would differ
FAE . BREAEBYRNCHEE, IREEBRANERSEHATRE
Suppose black hole is surrounded by a halo of dark matter, and find out how the image of the

black hole would differ
HWSR (6) RBMRERS
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